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Abstract. This research describes three novel heuristic-based approaches
for solving the 0/1 knapsack problem. The knapsack problem, in its many
variants, arises in many practical scenarios such as the selection of in-
vestment projects and budget control. As an NP-hard problem, it is not
always possible to compute the optimal solution by using exact methods
and, for this reason, the problem is usually solved by using heuristic-
based strategies. In this document, we use information of the distribu-
tions of weight and profit of the items in the knapsack instances to design
and implement new heuristic-based methods that solve those instances.
The solution model proposed in this work is two-fold: the first part fo-
cuses on the generation of two new heuristics, while the second explores
the combination of solving methods through a hyper-heuristic approach.
The heuristics proposed, as well as the hyper-heuristic model, were tested
on a heterogeneous set of knapsack problem instances and compared
against four heuristics taken from the literature. One of the proposed
heuristics proved to be highly competent with respect to heuristics avail-
able in the literature. By using the hyper-heuristic, a solver that dynam-
ically selects heuristics based on the problem features, we improved the
results obtained by the new heuristics proposed and, achieved the best
results among all the methods tested in this investigation.

Keywords: Heuristics, Hyper-heuristics, Knapsack problem, Quartile

1 Introduction

Combinatorial optimization arises in a large number of events in real-world-
problems. Among those problems, the knapsack problem (KP) (including all its
variants) is one of the most challenging ones due to its relevance and impact, in
both academic and industrial settings. The KP states the following: given a set
of items, each with a weight and a profit, determine which items to include in
a knapsack so that the weight is less or equal than a given limit, and the total
profit is as large as possible. This version of the problem is usually referred to
as the 0/1 KP, since the items are indivisible. The KP is classified as an NP-
hard problem [10]. Then, in the worst case, this problem cannot be solved in a
reasonable time.
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The KP is the root of several interesting problems such as operations re-
search and polynomial factorization. It is also widely used in daily life tasks.
For instance, while a person is doing his luggage for an incoming trip, the air-
lines usually give a maximum capacity to carry in the flight. Then, determining
the items the passenger may carry during the journey can be seen as a simple
KP. Other real-world applications that may be modeled as KPs include load
balancing problems [13], project selection problems [17] and capital budgeting
problems [7].

The many different strategies that can be used to solve the KP are mainly
classified into two large groups: exact methods and approximated ones. As the
name indicates, the solutions obtained by exact methods are exact and optimal.
Solutions obtained by approximated methods are usually suboptimal, as they
approximate the solution by making some assumptions to simplify the solving
process. Due to the computational resources and the problem complexity, ex-
act methods have limited applications since they have proved to be inefficient,
particularly for large problems.

The aim of this paper is to explore the use of quartile-based information
of the distributions of weight and profit of the items in the KP instances to
produce competitive heuristic-based methods that outperform other heuristics
when tested on instances with different features. Two main contributions are
derived from this investigation:

1. Two new heuristics that select the next item to pack by using quartile-based
information of the distributions of weight and profit of the items.

2. A hyper-heuristic –a high-level heuristic– that is capable of selecting one suit-
able heuristic according to the current problem state. This hyper-heuristic
outperforms the rest of the heuristics considered for this work (even the new
ones proposed in this investigation).

The paper is organized as follows. Section 2 presents the basics of the KP
and several approaches that have commonly been used solve the problem. The
methodology followed throughout this investigation is described in Section 3.
Section 4 carefully describes the heuristics used and the solution model pro-
posed in this work. In Section 5 we present the experiments conducted and the
results obtained, as well as their analysis and discussion. Finally, we present the
conclusion and future work in Section 6.

2 Background

Solving the KP requires a technique that selects, among the many different
groups of items that can be formed, the one that maximizes the sum of the
profits in the knapsack without exceeding its capacity [22]. Among the many
different methods to solve the KP we can mention: tabu search [1,3,6,18], scatter
search [11], local search [12], and ant colony optimization [4, 8, 9].

There is always a trade-off between the quality of the solution and con-
sumption of resources. For example, some techniques rely on auxiliary lists that
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increase the use of the memory [18]. To avoid the high consumption of compu-
tational resources, heuristic-based methods are commonly used to solve the KP,
since they consume fewer resources and lead to good-quality solutions faster
than exact methods. Unfortunately, heuristic-based methods pay the price of
simplicity by not guaranteeing that the optimal solution will always be found.

Some innovative approaches for solving the KP have been developed in
recent years. For example, some probabilistic models include Cohort Intelli-
gence (CI) [14], which is a new emerging technique inspired in human social
interactions like learning from each other experiences. Because CI modeling in-
volves dealing with the probability of constraints that change along with the
distribution of the problem items, it is capable of jumping out of local minima.
Another recent work for solving the KP involves Greedy Degree and Expectation
Efficiency (GDEE) [15], which uses a technique similar to the work described
in this document. The authors divide the items by a set of partitions: current
item regions, candidate regions and unknown regions. This is done by a dynamic
rearrangement of the items using a static objective function based on a greedy
strategy. Their experiments are done by using fifteen instances from the Stan-
dard Test Case Libraries (STCL) and, for each solution, the best profit, worst
profit and running time are provided. Hybrid heuristics have also proven to be
useful for solving this problem. For example, by using Mean Field Theory [2],
the authors generate a probabilistic model capable of replacing a difficult distri-
bution of items by an easier one.

Another solving approach that has become popular in the last decade for
other optimization problems is hyper-heuristics [20,21]. These high-level heuristic-
based strategies provide a set of guidelines or strategies to develop heuristic
optimization. Some authors describe hyper-heuristics simply as “heuristics to
choose heuristics”. Hyper-heuristics [23], particularly selection ones, are high-
level heuristics that control a set of low-level heuristics and decide when and
where to apply each low-level heuristic based on the problem state at the mo-
ment of the decision.

Most of the recent work on hyper-heuristics has focused on two hyper-
heuristic approaches [5]: selection hyper-heuristics and generation ones. Selec-
tion hyper-heuristics generate a strategy that chooses, among a set of available
heuristics, the one that best suits the current problem characterization. Solv-
ing a problem by using a hyper-heuristic implies applying one heuristic at the
time, based on the features of the problem state. By applying such a heuristic,
the problem state will change, and then the process will be repeated until the
problem is solved.

3 Methodology

The process followed in this research is divided into three steps: data collection,
model definition and experimentation.

Data collection. A total of 400 KP instances were used to test the heuristic-
based methods considered for this investigation. All the instances were solved



4 Fernando Gómez-Herrera et al.

by each of the methods. More details on the instances considered for this
investigation can be found in Section. 5.

Model definition. The heuristic methods proposed in this investigation use
quartile-based information to select the next item to pack. By using the in-
formation from the quartiles, we propose to split the items into three groups.
For example, if we consider the weight, the sets that can be formed are Q1W
(which contains the lightest 25% of the items), Q4W (which contains the
heaviest 25% of the items), and IQRW (which contains the remaining 50%
of the items). Three sets of items can be generated in a similar way by con-
sidering the profit of the items: Q1P , IQRP and Q4P . A graphical example
of this division of the items is depicted in Figure 1. By using this intuitive
conception of rules, we proposed two heuristics for solving the KP: QBH-01
and QBH-02 (both heuristics will be explained in Section 4.1). This inves-
tigation goes beyond the proposal of two new heuristics, as it also proposes
a third heuristic-based approach: a hyper-heuristic (QBHH) that selectively
applies QBH-01 and QBH-02, as well as one usually competent heuristic
already defined in the literature, max profit.

Experimentation. In this stage, we tested our heuristic-based methods on each
of the 400 instances. Related to the hyper-heuristic model, we also explored
the arrangement of the selection rules in order to find which one of the new
heuristics should take priority on the decision process. Two different metrics
were used to evaluate the performance of the methods considered for this
investigation: the local win rate (LWR) and the global win rate (GWR).
LWR is a tournament-based-metric that initializes a counter of ‘wins’ to
zero. Then, each test instance is solved and the method that obtains the
maximum profit for that instance (considering only the results of the other
available solvers), increases its counter by one. Thus, this metric records the
fraction of instances where a method obtains the best results compared to
the other methods tested. It is worth mentioning that, in some cases, two
or more methods may obtain the best profit. In such cases, the counters of
both methods are increased, as they both obtained the best result. GWR
extends LWR by incorporating the profit of the optimal solution into the
calculation. Just as in LWR, GWR uses the number of ‘wins’, but in a
completely different fashion. It uses a threshold as a parameter and also the
profit of the optimal solution1. The concept of winning for this metric is
related to how close a solution is to the optimal one. Then, a method is the
winner of a given instance if Ph ≥ θ × P ∗, where Ph is the profit of the
solution produced by the method being evaluated, θ ∈ [0, 1] is a threshold
value, and P ∗ is the profit of the optimal solution. For example, θ = 0.99
means that the method wins only if it obtains a profit at least large as 99%

1 As the reader may have already noticed, GWR requires to know the optimal solution
for the instances used for testing the methods. Given the sizes of the instances
studied in this work, the optimal solution was found through dynamic programming.
Unfortunately, this metric might not be useful for other instances, as for some of
them it could be unfeasible to obtain the optimal solution.
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of P ∗. By setting θ = 1 we consider winners only the methods that obtain
the optimal solution. For this work, we used two values for θ: θ = 0.99 and
θ = 1.

Fig. 1. Boxplot showing the sets constructed by using the distribution of the items
according to the quartiles.

4 Solution model

This section describes the heuristics considered for this investigation, how they
work and how they are combined into a selection hyper-heuristic.

4.1 Heuristics

All the heuristics considered for this investigation work as follows. They pack one
item at the time, according to one particular criterion. The process is repeated
until no more items can be packed into the knapsack. Because the criteria are
different, they give place to many different strategies. For example:

Default. Packs the next item that fits within the current capacity of the knap-
sack.

Max profit. Packs the item with the highest profit.
Max profit per weight Packs the item with the highest ratio of profit over

weight.
Min weight. Packs the item with the minimum weight.

Please note that for this work, any item that exceeds the capacity of the
knapsack is removed from the list of available items. This removal procedure is
invoked every time a heuristic is to be applied. Thus, the heuristics only work
with items that fit into the knapsack.
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4.2 Quartile-Based Heuristics

This work not only relies on existing heuristics, but proposes two new ones which
are based on a combination of previously defined criteria.

QBH-01. This heuristic selects first the item with the highest profit from
‘light’ items (the item with the highest profit in Q1W ). It then selects the
item from those whose weight is not “very low” nor “very high” (items in
IQRW ). Finally, QBH-01 selects, from these two items, the one with the
largest profit and packs it into the knapsack.

QBH-02. This heuristic follows the rationale “if there is an item with large
profit and it is not too heavy, then take it”. Thus, this heuristic selects the
item that maximizes the profit among all the items with profits larger than
p̄+σp and weights in IQRW . Where p̄ is the mean of the profit distribution
and σP is the standard deviation of the profit distribution.

4.3 A Quartile-based Hyper-heuristic

In this section, we describe a novel selection hyper-heuristic approach for solving
the KP. The general idea is to define a high-level heuristic that controls single
heuristics such as QBH-01, QBH-02 and max profit. The core of the hyper-
heuristic model, the module that selects which heuristic to apply, uses a fixed
sequence of heuristics, which are applied only when certain conditions are satis-
fied.

Figure 2 presents the pseudo-code for QBHH. In a graphical way, the be-
haviour of the hyper-heuristic is depicted in Figure 3.

The hyper-heuristic proposed in this investigation was obtained empirically,
based on the observations of the solving methods and their performance on the
instances used in this work. As the reader may observe, QBHH mainly relies
on the two quartile-based heuristics proposed in this investigation, QBH-01 and
QBH-02; and only when these heuristics fail to select an item, based on their
particular criteria, max profit is used.

To clarify the process followed by the hyper-heuristic when a KP instance is
solved, Figure 4 presents an example of the iterations and how the distributions
of weight and profit of the items change throughout the solving process.

5 Experiments and Results

We trained and tested the heuristic-based methods on a set of KP instances with
different features. These instances are grouped into four groups of 100 instances
each. The instances are balanced with respect to four existing heuristics, so
the arrangement of the items inside each group is designed to favour different
heuristics. Each instance considered for this investigation contains 50 items with
a capacity of 50 units of weight. The items have at most 20 units of weight. The
profits of the items range from 1 and 128. The instances used in this investigation
are available at http://bit.ly/KnapsackInstances.
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Knapsack ← ∅
Items ← {I1, I2, . . . In}
while (Knapsack.Weight < Capacity) and (Items.Size > 0) do

for each item ∈ Items do
if item.Weight + Knapsack.Weight > Capacity then

Items.Remove(item)
end if

end for
x ← max(item.Profit) ∈ Q1W

y ← max(item.Profit / item.Weight) ∈ IQRW

if x and y then
Knapsack.Add(max(x.Profit, y.Profit)) . QBH-01

end if
x ← item ∈ Items | item.Profit > σp + p̄ and item.Weight ∈ IQRW

if x then
Knapsack.Add(x) . QBH-02

end if
x ← max(item.Profit) ∈ Items
Knapsack.Add(x) . Max profit

end while

Fig. 2. An algorithmic description of QBHH. Comments on the right indicate the
heuristic used by each rule.

Table 1. Comparison of the different methods considered for this investigation by
using the metrics LWR, GWR (θ = 0.99) and GWR (θ = 1). The best performer for
each metric is highlighted in bold.

Method LWR
GWR

(θ = 0.99)
GWR
(θ = 1)

Default 14.25% 9.50% 5.75%
Max profit 24.00% 24.25% 22.25%
Max profit per weight 24.25% 25% 19.75%
Min weight 23.75% 21.00% 12.50%
QBH-01 45.75% 44.25% 35.50%
QBH-02 20.25% 21.25% 18.00%
QBHH 49.50% 49.00% 38.25%

Table 1 shows the performance of the different heuristic-based methods stud-
ied in this investigation by using the three metrics previously described. From
the simple heuristics, QBH-01 is clearly the best option, as it obtains the best
results by using the three metrics. The second quartile-based heuristic proposed
in this investigation, QBH-02, performed poorly on this set of instances. By com-
bining the quartile-based heuristics into a hyper-heuristic we obtained the best
performer of the methods in this investigation: QBHH. When the metric LWR
is considered, the hyper-heuristic wins in almost 50% of the instances, which
is more than twice the best heuristic taken from the literature, max profit per
weight. The performance of QBHH represents a small improvement in perfor-
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Fig. 3. High-level description of QBHH. The process depicted in this figure is repeated
until no more items can be packed into the knapsack. Every time an item is selected,
the process starts over and, by doing so, the attributes of the problem change as well as
the sets that group the items by using the quartiles. Whenever QBH-01 and QBH-02
fail to find an item to pack based on their respective criteria, they select the next item
to pack according to the max profit heuristic.

mance with respect to QBH-01, but a large one for any of the other heuristics
(around 20% for any of the metrics). The fact that QBHH relies mainly on QBH-
01 explains this behaviour, as the first rule tries to apply QBH-01 and, only if it
is unable to find an item, it tries QBH-02 –which proved a poor performer when
applied in isolation.

A deeper analysis on the process conducted by QBHH shows that the hyper-
heuristic applies QBH-01 to pack around 86% of the items in the instance set.
The proportion of items that are packed by using QBH-02 and max profit drops
to 6.76% and 7.46%, respectively.

5.1 Discussion

Does the order of the heuristics in the hyper-heuristic process affect the perfor-
mance of the hyper-heuristic? Aiming at answering this question we inverted the
order of QBH-01 and QBH-02 in QBHH. By changing the order of the heuristics
(so that the first available heuristic was QBH-02 instead of QBH-01) the per-
formance of the hyper-heuristic decreased by half. This behaviour is interesting,
as the same heuristic, used at a different position of the sequence, leads to very
different results.
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Fig. 4. Example of how the distribution of weight and profit of the items changes as
the solving process takes place by using QBHH. Left and right figures represent the
profit and weight distributions at different iterations of the solving process, respectively.
Black circles indicate the selected item for that iteration. The left axis labels indicate
the current iteration of the selection process. The ‘Initial’ and ‘Final’ labels indicate
the status of the distribution at the initial state and at the end of the solving process,
respectively.

As part of a further analysis, we replaced QBH-02 by max profit per weight,
and use it as a second option in the sequence of available heuristics for the hyper-
heuristic. The rationale for this change was to explore how the second best of
the heuristics could fit into the hyper-heuristic model. Contrary to what we
expected, the performance was significantly below the one shown by the original
sequence QBH-01/QBH-02/max profit.

6 Conclusion and Future Work

This work describes two new heuristics for solving the KP. These heuristics use
the information of the distributions of weight and profit of the items in the
problem to decide which item to pack next. Specifically, these new heuristics
(QBH-01 and QBH-02) split the items into three groups by feature, based on
the quartile-information of the distributions. Although the idea seems simple, the
results proved that one of these heuristics, QBH-01, outperformed four heuristics
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taken from the current literature in any of the three metrics considered for this
work. Regarding QBH-02, its performance (when applied in isolation) was below
our expectations and their results were rather poor.

Trying to improve the performance of the solving methods, we intuitively
proposed a way to combine QBH-01, QBH-02 and max-profit to further improve
the solution process. The hyper-heuristic obtained outstanding results, outper-
forming all the other heuristics –even QBH-01.

There are various interesting paths which may be worth exploring in the
future. The first one is related to how the quartile-based heuristics are defined.
For example, the boundaries for selection might be automatically generated by
using genetic programming or a similar approach. The hyper-heuristic itself is
another field of opportunity. For this work, we proposed the sequence of heuristics
by empirical reasons but various methods for producing hyper-heuristics have
been proposed in the last years [16, 19]. It will be an interesting future work to
use one or more of such models to define the sequence of heuristics to apply.
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