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ABSTRACT

This paper introduces a neuro-evolutionary approach to produce hyper-heuristics for the dynamic variable ordering for hard binary constraint satisfaction problems. The model uses a GA to evolve a population of neural networks architectures and parameters. For every cycle in the GA process, the new networks are trained using backpropagation. When the process is over, the best trained individual in the last population of neural networks represents the general hyper-heuristic.
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1. INTRODUCTION

A Constraint Satisfaction Problem (CSP) is defined by a set of variables and a set of constraints. Each variable has a nonempty domain of possible values. Each constraint involves some subset of variables and specifies the allowable combinations of values for that subset [3]. Many researchers have proved, based on analysis and experimentation, the importance of the variable ordering and its impact in the cost of the solution search [2]. This ordering has repercussions in the complexity of the search, and this can be done either in static or in dynamic fashion. This investigation deals with the dynamic variable ordering, where the order is constructed during the search, based on some criteria about the characteristics of the variables left to instantiate. It has been proved in many studies that dynamic ordering gives better results than static ordering [1].

This paper presents a method to produce a general hyper-heuristic intended to provide a way to order variables for a wide variety of instances of CSP, so they can be solved. The procedure learns the hyper-heuristic by going through a training phase using instances with a variety of features. The generated hyper-heuristic is tested later with a collection of seen and unseen examples providing acceptable results. The general method is based on the evolution of neural networks, where the inputs of the networks are a series of condition-action rules obtained through an evolutionary approach from a previous investigation. [4].

2. SOLUTION APPROACH

The solution model used in this research is an extension of the work described at. [4]. The previous approach produced hyper-heuristics composed by series of blocks, where each block can be seen as a condition-action rule. We used the rules obtained from the previous approach as inputs for the proposed model to obtain a more robust and general hyper-heuristic. This hyper-heuristic is coded in a neural network where the inputs are the state of the current problem and the output is the low-level heuristic to apply for that problem state. What is to be achieved in this research is the use of a GA to find the architecture and values for the neural network parameters by treating the network as a function, and optimizing the architecture and parameters. Then, the evolved and trained neural network is able to combine single heuristics for variable ordering to solve efficiently a wide variety of instances of CSP.

The parameters of the networks that are considered for evolution in the GA are: neurons in the first hidden layer [1,15], neurons in the second hidden layer [0,15], momentum for backpropagation [0,0.1], ages for the backpropagation training [444,1000], learning rate [0.1, 0.8], minimum and maximum weight of the synapse [−3, +3].

The neural network deals with a simplified problem state space and uses it as input values. The problem state is formed by eight real numbers (inputs to the neural network) that describe the current problem and the output is the low-level heuristic to apply for that problem state. What is to be achieved in this research is the use of a GA to find the architecture and values for the neural network parameters by treating the network as a function, and optimizing the architecture and parameters. Then, the evolved and trained neural network is able to combine single heuristics for variable ordering to solve efficiently a wide variety of instances of CSP.
values in all the domains left to instantiate \((d)\), percentage of remaining constraints in the problem \((c_j)\), percentage of large, medium and small constraints left in the problem \((l, m, n, s)\), and finally the Rho and Kappa factors, respectively \((r, k)\).

The neuro-evolutionary process consists of the following steps: (1) Generate the initial population, (2) Train the individuals using backpropagation, (3) Evaluate each individual, (4) Apply selection, crossover, mutation and replacement, and (5) Repeat from step 2 until the termination criterion is reached.

Every individual in the last population from five runs of the model described in [4] was decomposed to extract individual blocks, which were used to construct the training table for the neural networks in our model. The resulting training table consisted of 687 records.

To compute the fitness for each chromosome, the distance between the solution obtained by that individual \((HH_i)\) with respect to the best result given by the single heuristic \((BH_i)\) is measured. The current cycle in the evolutionary process is also taken into consideration. The fitness is an average given by:

\[
f(x) = \frac{\sum_{i=1}^{5+c} BH_i}{5+c}\]

where \(BH_i\) is the best result obtained through the set of low-level heuristics for instance \(i\), \(HH_i\) is the consistency checks required by the hyper-heuristic to solve instance \(i\) and finally, \(c\) represents the cycle in the evolutionary process. This evaluation guarantees that, the greater the number of \(f(x)\), the better the quality of the hyper-heuristic.

### 2.1 Description of the instances

The instances are divided into three main groups: one training set and two testing sets. The general procedure consists of solving first all instances in the three sets with the single heuristics. This is carried out to keep the best solution that is later used also by the model we propose. The next step is to let the process work on the training set until the termination criterion is reached and a general hyper-heuristic is produced. All instances in the sets are then solved with this general hyper-heuristic.

### 2.2 Results

We randomly generated 1250 hard instances using the algorithm proposed by Prosser [2], divided as follows: 600 for the training set, 400 for testing set I and 250 for training set II. Both the training and the testing set I are composed by distinct instances with \(n = 20\) and \(m = \{10, 20\}\). Training set II contains instances with \(n = 30\) and \(m = 10\). Note that instances in training set II are used only for testing, meaning that they are unseen examples.

We used a steady stable GA with tournament selection of size two, crossover and mutation rate of 1.0 and 0.1, respectively. The population size was set to 30 individuals and the GA run over 200 cycles. The best network from the last population was selected as the hyper-heuristic (NEHH). The performance of each low-level heuristic and the NEHH were compared with the best result from the low-level heuristics when used to solve the instances in the testing sets. The results are shown in Table 1.

As we can observe, even when the hyper-heuristic is very competitive, it is overcome just by the \(\kappa\) heuristic, which presents the best results for 73% of the instances. For 1.44% of the instances, NEHH is able to outperform the best low-level heuristic by reducing in more than 15% the number of consistency checks needed to solve the instances.

### 3. CONCLUSIONS

This document has described a model based on neuro-evolution which evolves architectures of neural networks by using a GA and trains every network through backpropagation. The networks are applied selection, crossover and mutation operators in order to improve their fitness at each cycle of the evolutionary process. The best individual in the last population of networks is taken as the general hyper-heuristic. This hyper-heuristic takes advantage of the characteristics of the problem and tries to apply the more suitable low-level heuristic for that problem state. Overall, the process identifies general hyper-heuristics after going through a learning procedure with training and testing phases.
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