Abstract—Hyper-heuristics are powerful search methodologies that can adapt to different kinds of problems. One element of paramount importance, however, is the selection module that they incorporate. Traditional approaches define a set of features for characterizing a problem and, thus, define how to best solve it. However, some features may vary nonlinearly as the solver progresses, requiring higher resolution in specific areas of the features domain. This work focuses on assessing the advantage of using feature transformations to improve the given resolution and, as a consequence, to improve the overall performance of a hyper-heuristic. We provide evidence that using feature transformations may result in a better discrimination of the problem instance and, as consequence, to an overall performance of the hyper-heuristics. The feature transformation strategy was applied to an evolutionary-based hyper-heuristic model taken from the literature and tested on constraint satisfaction problems. The proposed strategy increased the median success rate of hyper-heuristics by more than 13% and reduced its standard deviation in about 7%, while reducing the median number of adjusted consistency checks by almost 30%.

I. INTRODUCTION

The algorithm selection problem [1] is the task of selecting the most suitable algorithm for a particular problem, among a set of available ones. This idea is based on the highly variable properties of problem instances and on the irregular performance of each solver. Algorithm selection is a generic problem, as it appears in many different domains. The past few years have witnessed a rapid growth in the number of techniques that address this problem by relating problem instances to one or more suitable solving strategies. Examples of algorithm selection strategies include, but are not limited to: algorithm portfolios [2], [3], [4], selection hyper-heuristics [5], [6] and instance specific algorithm configuration (ISAC) [7]. In general, all these methods manage a set of solving strategies and apply one that is suitable to the current problem state of the instance being solved. Striving to unify terms, from this point on, we will use selection hyper-heuristic to refer to the methods proposed in this paper.

Selection hyper-heuristics attempt to learn patterns of different human-designed heuristics to robustly tackle a wider range of problems on various domains [8]. A hyper-heuristic tries to find the right heuristic for a particular situation rather than trying to solve a problem directly [9]. The idea behind hyper-heuristics is to automate as much of the algorithm design process as possible [10].

One of the main problems related to hyper-heuristics is how to properly characterize the instances to allow a correct mapping into heuristics. This problem is not only related to feature selection, as it covers a wider spectrum (e.g., when the set of available features does not reflect the properties of the problems). In this work, we propose a method for transforming the features used by the selectors in such a way that the predictive power of the new features increases, obtaining a better mapping from instances to heuristics.

Summarizing, this investigation has to main contributions:

- It suggests that it is possible to increase the descriptive power of the features used to characterize a problem by applying transformations that increase the resolution of some specific regions of the feature space.
- It provides statistical evidence that transforming the features that characterize the problem state may improve the search when using rule-based hyper-heuristics.

The rest of the paper is organized as follows. Section II presents the foundations of this work. The problem itself, as well as the proposed solution and the domain where it was tested, are described in Section III. Section IV describes the three-step methodology adopted in this work. Section V presents the experiments and the results obtained. Finally, our conclusions and some possible paths for future work are laid out in Section VI.

II. FOUNDATIONS

Hyper-heuristics are strategies for selecting one from among several approaches for dealing with the current state of a given problem [11], [12]. They are mainly comprised of a selection module and of a core with some kind of learning algorithm. The former is usually represented as a set of rules, where each one is a conjunction of feature-value items of the problem, and a final value corresponding to a specific heuristic. The latter, uses a set of training scenarios for finding the optimum feature values (and even the heuristics) that lead to the best selection for all test problems. Some details regarding these two components are provided in the next lines.
Hyper-heuristics need a way of assessing the agreement between the current state of a problem and that of the $N$ problems it has already learned. One way of doing so is by calculating the Euclidean distance from the current state to each of the learned ones. Should the distance be small enough, then both problems are considered similar. Thus, the action for the next step of the solution ($A_T$) is selected following the closest neighbor rule, or $A_T = A_j$, where $j = \arg \min ||F_T - F_i||; i = 1, 2, 3, \ldots, N$. Figure 1 shows an example for $N = 2$ rules (black dots). After calculating the distance from the current test state (white box) to each rule ($d_1$ and $d_2$ respectively), an action is selected depending on whether $d_1$ or $d_2$ is the smallest value. In the first case, the next action is selected as $A_1$. Otherwise, $A_T = A_2$.

The core of each hyper-heuristic rests on its learning algorithm, since its task is to improve the selection module so that it performs appropriately. Producing the rules that minimize the cost is seen as an optimization problem, as shown in (1), where $C_i(X, A)$ represents the cost of evaluating problem $i$ (out of $N_p$) with the rules defined by feature values $X$, and with its corresponding actions $A$.

$$\min : F(X, A)$$

$$F(X, A) = \sum_{i=1}^{N_p} C_i(X, A)$$

(1)

### III. Problem Description

This section presents a brief description of the problems that arise when using features, as well as the way in which feature transformation may alleviate them. Some transformations are shown with exemplary purposes. Also, some comments are given about the domain selected for this study, including the considered features and heuristics.

1There are other types of hyper-heuristics, such as those based on probabilistic models [13], reinforcement learning [14] and case-based reasoning [15], among others. However, due to space restrictions, and striving to keep this manuscript as simple as possible, their discussion is omitted.
Fig. 4. Example of feature behavior concentrated over a given region (lower values in this case).

Fig. 5. Example of implementing feature transformations for increasing the resolution of specific regions from the main feature.

- **Stagnation**: As the solution to an optimization problem begins to stagnate, features become almost invariant, as we describe next. Imagine there exists a feature that measures wasted space in an allocation problem. Thus, a value of one would indicate that all space is being wasted while a value of zero would imply perfect allocation. Most problems would likely start at one (since nothing has been allocated), but quickly migrate to lower values as elements are placed (Figure 4). However, a time will come when improvements become small (e.g., going from 0.05 to 0.04), even if relative big changes are being made (e.g., swapping two elements). It could also be the case that these two problem states are best solved by different approaches. Identifying this phenomenon and defining appropriate rules for dealing with them may prove difficult. However, by incorporating feature transformations, a set of values can be created for improving the resolution over different regions of interest (Figure 5). This way, the aforementioned difference of 0.01 could be expanded to a higher value, e.g. 0.07. Furthermore, functions can be defined as to allow for a higher span in these mappings. Thus, rule definition may be made into an easier task, likely improving the performance of its corresponding hyper-heuristic.

Different kinds of functions can be used for transforming features, which makes difficult for a researcher to select one of them. However, a distinction can be made depending on which region of the feature is of interest. For example, (2) and (3) were used in Figure 5 for mapping the original feature into low and high regions of interest, by setting $K = 20$ and $K = 7$, respectively. Nonetheless, should focus be given to the middle region, a bell-shaped transformation following (4) can be implemented, where $\mu$ relates to the center and $\sigma$ regulates the span of the bell. An example of this transformation is shown in Figure 5 for $\mu = 0.5$ and $\sigma = 0.1$ It is worth remarking that the selection of these functions (or other the user may desire) is completely arbitrary and may or may not be an increasing function, but it should focus on expanding the range where most instances are located. In this sense, simpler functions such as $Y = e^{(-K\cdot X)}$ or $Y = 1 - e^{(-K\cdot X)}$ could be used for the transformation. However, preliminary testing carried out with them showed that they did not behave as good as (2).

$$Y = 1 - 2 \cdot \frac{e^{-K\cdot X} - e^{-K}}{1 + e^{-K\cdot X}} \quad (2)$$

$$Y = \frac{2}{1 + e^{-K\cdot(X-1)}} \quad (3)$$

$$Y = e^{-\frac{(X-\mu)^2}{2\sigma^2}} \quad (4)$$

**B. Domain under study**

The feature-transformation strategy described in this work can be applied to any rule-based hyper-heuristic and to many different problem domains. However, due to space limitations, we focused our study on only one domain. We selected a set of constraint satisfaction problems (CSPs) to validate the proposed approach, mainly because of its many practical applications [16], [17]. CSPs are usually solved by traversing a depth-first search tree. At each node in the search tree, the algorithm must select an unassigned variable and one suitable value from its corresponding domain. If the current assignment of the variables breaks at least one constraint, the search backtracks and changes the value of a previously assigned variable, and then, resumes the search from the backtracking point.

The 322 CSP instances considered for this investigation are publicly available at a repository. The specific sets of instances used in this investigation can be referred by the names given in the repository: geom, ehi-85 and bqwh-15-106. From these instances, 5% were used for training and the remaining 95%, for testing purposes.

Heuristics and Problem Features

All the hyper-heuristics in this investigation work in the following way. They use a set of features to characterize the current problem state and, by using a set of rules (discovered automatically by using a messy genetic algorithm [5]), decide one suitable heuristic to apply. Once a heuristic has been selected, it decides, based on its own criterion, the next variable to assign. The process is repeated every time a variable is to be assigned. Thus, solving a CSP instance by using a hyper-heuristic derives in a sequence of different heuristics.

As the search progresses, hyper-heuristics use the characterization of the problem state to decide which heuristic to apply. Throughout this work, we focused on two features for characterizing the problem state:

- **Constraint density** ($p_1$): The global constraint density is calculated as the number of constraints in the instance divided by $n(n-1)/2$, which represents the maximum number of possible bidirectional constraints in the instance (where $n$ stands for the number of variables in the instance).
- **Constraint tightness** ($p_2$): The local constraint tightness is calculated as the fraction of forbidden pairs of values in a given constraint. The global constraint tightness of a CSP instance is the average of the local constraint tightness among all the constraints.

By using the information from the features, one heuristic among the set of available options is chosen at each node. This work considers four different heuristics:

- **Domain (DOM)**: selects the variable with the fewest remaining values in its domain [18].
- **Degree (DEG)**: selects the variable with the largest degree [19], where the degree of a variable is the number of constraints where such a variable participates.
- **Kappa (K)**: selects first the variable that minimizes the $\kappa$ value of the resulting instance [20]:

$$\kappa = -\sum_{c \in C} \log_2(1 - p_c) \quad \sum_{x \in X} \log_2(d_x)$$

where $p_c$ represents the tightness of constraint $c$ (the proportion of forbidden pairs of values in the constraint) and $d_x$ stands for the domain size of variable $x$.
- **WDEG**: attaches a weight to every constraint in the problem and increases it when its respective constraint fails during the search [21]. The weighted degree of a variable is calculated as the sum of the weights of the constraints in which the variable is currently involved. WDEG selects the variable with the largest weighted degree.

Once a variable has been selected by using one of the heuristics described above, the first available value in its domain is used for the assignment.

In order to compare the performance of different solvers for CSPs, in this work we have adopted the following performance metrics:

- **Consistency checks (CC)**: The revisions of the constraints required to solve a given instance. The larger the number of consistency checks, the more expensive the search.
- **Adjusted consistency checks (ACC)**: This measure is similar to the previous one, but the adjustment discards the tests where the solver times out.
- **Success rate (SR)**: The success rate is a relation between the number of instances that a solver is able to complete, divided by the total number of problem instances tested. The higher the rate, the better the solver.

## IV. Methodology

Throughout this work we followed a three-stage methodology (Figure 6), which is briefly discussed in the next lines.

- **Generation**: The first stage consists on generating a large enough number of hyper-heuristics so that conclusions can be derived from the resulting data. In this sense, we chose to generate 12 different hyper-heuristics, where each one used a transformation that highlighted one of four possible ranges, and with three hyper-heuristics per range. The hyper-heuristic generation process used in this investigation is an extension of the work described in [5]. This generation process is based on a messy genetic
algorithm that produces a set of rules that minimize the number of revisions of the constraints when solving all the training instances (consistency checks). In all cases, the generation model ran with the following parameters: 20 individuals in the population, up to 100 cycles per run,\(^3\) crossover rate of 1.0, and mutation rate of 0.1.

\(^3\)Considering that using a fixed number of generations could lead to terminating the algorithm prematurely, or to simply wasting computing time, we decided to use a criterion based on the eventual performance stagnation. To do so, the algorithm stops after 5% of the total number of cycles has come and gone with no improvement, and where the current fitness sits below the average of the historical fitness, minus its standard deviation [22].

- **Selection:** After training and testing all hyper-heuristics, performance data will be analyzed, focusing on the number of consistency checks required to solve the instances, as well as on their success rate. Using this information, \(K\) will be selected as the one leading to the best average performance, and 10 new hyper-heuristics will be generated.

- **Comparison:** The final stage will compare the overall performance of the selected hyper-heuristics against two reference sets. The first one relates to the performance of each independent heuristic, as well as to the performance
of an Oracle: a synthetic strategy that always selects the best heuristic for every instance. This is done to verify that hyper-heuristics indeed outperform heuristics. The second batch of comparisons will focus on the performance of ‘traditional’ hyper-heuristics. In this sense, and considering that a total of 13 hyper-heuristics (for the best value of $K$) will be available at this point, the analysis will be done against 13 hyper-heuristics generated with no feature transformation [5], striving to detect any possible gain from the proposed approach.

V. Experiments and Results

The main results of our work are now presented, following the same structure presented in the methodology.

A. Hyper-heuristics Generation

As indicated before, we created three hyper-heuristics by using four different values of $K$: 5, 10, 15 and 20. These values were empirically defined from a preliminary experimentation phase. In order to test the feasibility of using feature transformations, we limited our tests to transforming each feature via (2), highlighting ranges up to 0.80, 0.45, 0.30, and 0.23, respectively, as the result of the chosen values of $K$ (Figure 7). Nonetheless, this does not limit the generality of our approach, since other transformations can also be used, either the ones shown in (3) and (4), or others that the user may define.

We produced three hyper-heuristics per value of $K$. To produce one hyper-heuristic, the genetic algorithm runs until the termination criteria is met. Each hyper-heuristic contains a set of rules in the form features $\rightarrow$ heuristic.

Figure 8 summarizes all hyper-heuristics generated by applying feature transformation, where each column represents a different run and where different values of $K$ are shown in each row. It is evident that a high variability in the number of generated rules exists, ranging from two to eight. Moreover, their location is not always the same, and it partly depends on the number of rules generated. In some cases, overlapping two runs of the same transformation would place two rules with the same action on similar locations (e.g., runs two and three for $K = 5$). But, in other cases, rules with different actions will end up close by (e.g., runs one and two for $K = 10$), or in equivalent regions (e.g., runs one and two for $K = 5$). This, however, only implies that it is likely that both actions are good at solving the set of instances whose features rest at its corresponding region. This is more clearly seen when analyzing the overlapping of the influence zones across all runs for each $K$. For example, with $K = 5$ it is clear that most of the diagonal going from (0,0) to (1,1) can be properly solved with KAPPA (light gray diamonds), while the same happens for $K = 10$ but limited to the central region.

B. Hyper-heuristic Selection

After testing all the generated hyper-heuristics in the training set, it was clear that selectors created with $K = 5$ outperformed all others in virtually all scenarios (see highlighted values in Table I). Thus, we selected this value as the best $K$ and created 10 additional hyper-heuristics. However, and due to space restrictions, they are not plotted in the paper. Nonetheless, the average performance of each value of $K$ is compared below.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>AVG</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC (K=5)</td>
<td>410533</td>
<td>427049</td>
<td>391642</td>
<td>409741</td>
<td>17717</td>
</tr>
<tr>
<td>ACC (K=10)</td>
<td>795318</td>
<td>461612</td>
<td>793408</td>
<td>683296</td>
<td>192376</td>
</tr>
<tr>
<td>ACC (K=15)</td>
<td>440387</td>
<td>719455</td>
<td>690868</td>
<td>619310</td>
<td>155319</td>
</tr>
<tr>
<td>ACC (K=20)</td>
<td>740941</td>
<td>839898</td>
<td>756196</td>
<td>781712</td>
<td>50518</td>
</tr>
<tr>
<td>ACC (K=5)</td>
<td>456815</td>
<td>755672</td>
<td>174340</td>
<td>175431</td>
<td>4838</td>
</tr>
<tr>
<td>ACC (K=10)</td>
<td>462871</td>
<td>182868</td>
<td>307611</td>
<td>317783</td>
<td>140279</td>
</tr>
<tr>
<td>ACC (K=15)</td>
<td>188632</td>
<td>381979</td>
<td>222910</td>
<td>264507</td>
<td>103167</td>
</tr>
<tr>
<td>ACC (K=20)</td>
<td>228457</td>
<td>268798</td>
<td>225464</td>
<td>240905</td>
<td>24199</td>
</tr>
<tr>
<td>CC (K=5)</td>
<td>96%</td>
<td>90%</td>
<td>90%</td>
<td>90%</td>
<td>0%</td>
</tr>
<tr>
<td>CC (K=10)</td>
<td>74%</td>
<td>90%</td>
<td>90%</td>
<td>90%</td>
<td>0%</td>
</tr>
<tr>
<td>CC (K=15)</td>
<td>89%</td>
<td>77%</td>
<td>64%</td>
<td>77%</td>
<td>13%</td>
</tr>
<tr>
<td>CC (K=20)</td>
<td>63%</td>
<td>95%</td>
<td>64%</td>
<td>62%</td>
<td>2%</td>
</tr>
</tbody>
</table>

C. Hyper-heuristics Comparison

The final batch of results is presented below. As was stated in the methodology, data are split into two groups: one regarding base heuristics and the Oracle, and one comparing against traditional hyper-heuristics.

1) Performance of heuristics and Oracle: Comparing the performance of each individual heuristic against that of the Oracle reveals that the latter is significantly better than each heuristic on their own (Figure 9). Nonetheless, it is worth mentioning that the Oracle is a synthetic approach used in this work to denote the best possible performance that could be achieved for each instance. Thus, the existence of the Oracle does not imply the existence of a strategy that works best for every scenario. Instead, this Oracle operates on the principle that it is able to accurately predict which one of the available heuristics will perform best in every scenario. Or, in other words, it chooses a heuristic using the performance data of each available option for every instance. However, since running all solvers for every particular problem is not practical, the use of this technique for a purpose different to benchmarking is out of the question.

In spite of what has been said before, throwing hyper-heuristics into the mix yields interesting results. Even if it is evident that some values of $K$ hinder performance (i.e., lower the success rate to around 60% and increase the number of adjusted consistency checks to about 30000), there are other values that drive the performance quite close to the ideal scenario. For the tests carried out in this stage, this implied reaching a success rate of over 90% (about 10% higher than the best heuristic, which required almost thrice the number of consistency checks) while requiring slightly above 20% more checks than the Oracle, but with a reduction of more than 20% when compared to the heuristic with lowest checks (which had a success rate lower than 65%). It is also important
Fig. 9. Adjusted consistency checks (ACC) and success rates (SR) for all heuristics, as well as for the Oracle and for all hyper-heuristics (averaged).

to highlight that, on average, all tested values of $K$ required less checks than most heuristics (including the one with the highest success rate), while maintaining a success rate higher than most heuristics.

2) Performance of hyper-heuristics without feature transformation: Since there were 13 available results for the best value of $K$, we generated the same number of hyper-heuristics but disregarding feature transformations. There is an evident benefit in doing a proper transformation, since it helps in improving and stabilizing the success rate (Figure 10) and the number of consistency checks required for solving the dataset (Figure 11). For hyper-heuristics with no feature transformations, it is normal to expect success rates between 60% and 90%, with consistency checks ranging from below 200000 and all the way up to over 350000. However, when using $K = 5$, most of the data are concentrated on success rates of around 90% and consistency checks below 200000. Nonetheless, there are a few outliers with success rates of about 70% and with consistency checks of about 450000. But, they are precisely that (i.e., outliers) and not the core of our data.

A Welch’s two-sample $t$-test carried out over all 13 samples of each set showed that there is a significant difference in the performance of both approaches, with 5% of significance. The statistical evidence suggests that the averaged results of the hyper-heuristics produced with feature transformation ($K = 5$) are better than the ones produced without such transformation in terms of adjusted consistency checks and success rate ($p$-values of 0.0310 and 0.0082, respectively).

VI. CONCLUSIONS AND FUTURE WORK

This work described a feature transformation approach that improves the heuristic selection process conducted by hyper-heuristics. Incorporating feature transformations allowed hyper-heuristics to outperform the heuristics considered for this study when applied in isolation, while showing to be statistically as competent as a synthetic Oracle. Specifically, and compared to the heuristic with highest success rate (SR), we managed to reduce the number of adjusted consistency checks (ACC) by 2/3 while increasing SR by about 10%. When compared to the heuristic with lowest ACC, we managed to increase the SR by about 25% while reducing the number of ACC by more than 20%.

The hyper-heuristics generated in this work by incorporating feature transformation (particularly those with $K = 5$) were more stable than the ones produced with no transformation. It seems that the transformation not only represents an improvement to the heuristic selection process, but a reduction in the deviation of the hyper-heuristics produced through the messy genetic algorithm model [5]. In terms of the success rate (SR), using $K = 5$ increased the median by more than 13% while reducing its standard deviation in about 7%. At the same time, the median of the number of adjusted consistency checks (ACC) were reduced by almost 30%.

Some really interesting results that need to be analyzed in
more detail are depicted in Fig. 8. At the moment, all we can conclude from these figures is that there are similar regions assigned to one particular heuristic, but a further study needs to be conducted to get more insights into what these results really mean.

We are aware that the model requires to be refined. For example, the selection of the transformation is, at this point, completely arbitrary. We expect to extend this work and provide more ideas on how to properly define the most suitable transformation by using a semi-automatic methodology for this purpose. Other important trends for future work lies in fuzzy logic, since we have found similarities between our feature-transformation approach and some concepts in fuzzy logic. For example, the latter incorporates a set of membership functions to estimate the degree in which a given input state belongs to each rule. We think that exploring how these membership functions can be used as an equivalent to feature-transformation may represent an interesting idea for further study.

Finally, another path worth exploring is the use of different strategies for estimating the distance between the features of the problem state and the conditions in the rules. We think that a modification to the distance function can also improve the performance of rule-based hyper-heuristics.
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